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ABSTRACT 
Transgender people are marginalized, facing specific privacy 
concerns and high risk of online and offline harassment, dis-
crimination, and violence. They also benefit tremendously 
from technology. We conducted semi-structured interviews 
with 18 transgender people from 3 U.S. cities about their 
computer security and privacy experiences broadly construed. 
Participants frequently returned to themes of activism and 
prosocial behavior, such as protest organization, political 
speech, and role-modeling transgender identities, so we fo-
cus our analysis on these themes. We identify several promi-
nent risk models related to visibility, luck, and identity that 
participants used to analyze their own risk profiles, often 
as distinct or extreme. These risk perceptions may heav-
ily influence transgender people’s defensive behaviors and 
self-efficacy, jeopardizing their ability to defend themselves 
or gain technology’s benefits. We articulate design lessons 
emerging from these ideas, contrasting and relating them to 
lessons about other marginalized groups whenever possible. 

Author Keywords 
security; privacy; transgender; gender identity; social 
networks; presentation management; user-centered design 

INTRODUCTION 
Transgender people are a highly diverse population who nev-
ertheless share many vulnerabilities and experiences. Tech-
nology offers them disproportionate benefits: for example, 
queer youth are much more likely than other groups to have 
important online friends, often first come out as queer on-
line, engage in activism and civic participation online at high 
rates, and search for sensitive (e.g., sexuality- and medical-
related) information online at much higher rates than non-
queer youth [21]. They also face high levels of risk: trans-
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gender status is associated with lower socioeconomic status 
and elevated rates of suicide, violence, harassment, homeless-
ness, and discrimination, including in key areas such as hous-
ing and employment [6, 41, 45, 21, 37, 26, 40, 54, 15, 25]. 
Safety and harm of transgender people has been studied pre-
viously Scheuerman et al. [58], categorizing threats and harm 
reduction techniques, and by others (e.g., Haimson [27]) who 
have found that supportive communities online enhance the 
emotional well-being of trans people. It is necessary, how-
ever, to explore this area through a computer security and pri-
vacy lens as well, as many of the risks and challenges that 
have been studied in this space previously may not apply to 
transgender individuals. Understanding transgender people’s 
computer security and privacy experiences can enable us as 
technologists and designers to mitigate these risks and allow 
them to derive enormous benefits from technology in critical 
social, civic, and educational domains. 

At least 1.4 million Americans – over 1 in every 200 – are 
transgender, and this paper investigates their security and pri-
vacy experiences. Although transgender people are as diverse 
as humanity, they often share unique experiences of self-
presentation, ostracism, microaggressions, and more. Com-
mon experiences for transgender people, such as specific 
medical interventions and changes to legal gender markers 
and first names, are rare in the general population. Since 
security systems, such as airport security and authentication 
systems, sometimes use rarity as a reason for suspicion, such 
systems often spuriously flag transgender people’s bodies and 
everyday behaviors, creating severe usability challenges, such 
as account lockout, invasive searches, missed flights [55, 66, 
34]), and opportunities for discrimination and harassment. 

To understand their experiences and needs, we performed 
semi-structured interviews with 18 transgender adults from 
three U.S. metropolitan areas. Participants were not preferen-
tially recruited for being activists; nevertheless, activism, po-
litical action, and prosocial behavior (such as role-modeling, 
experience-sharing, and advice-giving) emerged as major 
themes, as may be expected from past work such as Whit-
tle which found that networked technology has enabled new 
forms of activism among trans and gender non-conforming 
people [62]. Our results and analysis presented in this pa-
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per focus heavily on these activist themes. We report on our 
participants’ goals, risk models, experiences, use of defenses, 
and challenges, as well as on significant heterogeneity of ex-
perience for transgender people with intersecting marginal-
ized identities. Our discussion analyzes the risk models our 
participants applied to understand their privacy and activism, 
and the effects that those risk models may have on their self-
efficacy, self-blame, and use of defenses. 

Contributions. The contributions of this paper include: 

• Qualitative interviews exploring broadly the security and 
privacy needs of transgender people. 
• A focused analysis of these needs in the context of ac-

tivism and prosocial behavior, including trans peoples’ 
goals, models of risk, and challenges. 
• A taxonomy of the risk models we found, and analyses 

of how these risk models may affect transgender people’s 
ability to protect themselves. 
• Analysis of design challenges and opportunities for two 

technologies that respond to challenges we uncovered. 

Vocabulary and Usage 
Specialized terms used in this paper are defined here, with 
definitions and usage based on norms and practices of the 
queer community [22]. 

Transgender adj.: Of or relating to a person whose gender 
identity differs from their sex assigned at birth. 
Cisgender adj.: Not transgender. Also “cis”. 
Queer adj.: A reclaimed term for LGBTQ. 
Transgender status n.: Whether or not a person is trans. 
Gender Transition n.: The process of changing gender 
roles, or of matching outward appearance with internal 
gender identity. Sometimes simply “transition”. 
Deadname n./v.: The old name of a trans person, or the 
(disrespectful) act of calling someone by it. 

RELATED WORKS 
In this section, we summarize the most relevant prior work, 
starting with an overview of transgender populations and HCI 
research on them, privacy and security research on marginal-
ized populations, and HCI research on activism and activists. 

Transgender Populations 
Transgender people have traditionally been a highly vulnera-
ble population, having correlation with lower socio-economic 
status [6], higher rates of homelessness [41], high rates of 
discrimination [20, 38], harassment, and violence both on-
line [21] and offline [45, 37, 42] and suicidal ideation [13]. 
The process of ‘coming out’ and having one’s public persona 
match one’s private persona has been studied [16, 18], along 
with potential positive benefits [52, 51], but still, revealing 
one’s transgender status may have severe implications [13]. 
Whittle finds that online technology has enabled new commu-
nity structures, forms of activism, and identities among trans 
and gender non-conforming people [62], while Haimson [31] 
examines Tumblr as an example enables such activity. 

Security and Privacy Needs of Marginalized Groups 
It is a moral imperative to extend the benefits of research be-
yond the average person and towards under-represented mi-
norities. Fortunately, the HCI community has been investigat-
ing how research that affects the typical user may not apply to 
the unique needs and desires of different users. Researchers 
have investigated how visual impairment affects online pri-
vacy [2, 3], social network use [65], authentication [5, 33], 
and how technology can improve their everyday lives [9]. 
Wisniewski et al. [63, 64] have studied how teens protect 
themselves online and how managed risk will increase their 
resilience to online threats and cyber-bullying. Siek et al. [59] 
have studied how the design of tools for younger people may 
disadvantage the elderly. 

The HCI community has investigated various aspects of trans-
gender identity. Carrasco and Kerne [12] investigated how 
LGBTQIA people managed visibility in social networks. 
Haimson et al. investigated how queer people manage on-
line information during periods of transition [29] and how 
online social networks can both be a source for stress and 
a mechanism by which stress can be managed [28]. Black-
well et al. [8] investigated how parents managed their online 
transitions, balancing needs of their families with their self-
presentation. Duguay [16] investigated unintentional context 
collapse on social network sites and the ways that queer indi-
viduals attempted to minimize it. Hamidi, Scheuerman, and 
Branham studied transgender people’s attitudes toward auto-
matic gender recognition systems [32], finding overwhelm-
ingly negative responses and severe privacy concerns. DeVito 
et al. [14] studied how LGBTQ+ populations interact with 
social media systems, concluding that they create a system 
of related online personas, each handling different aspects of 
their presentation and that a system that forced them into a 
single platform could impinge on their privacy. 

Most recently, Scheuerman et al. [58] wrote about safe spaces 
and harm reduction for transgender people. They catego-
rized various types of harm and harm reduction techniques 
addressing similar topics to ours. Complementing their work, 
we frame our findings around privacy theory, via impression 
management [23], contextual integrity [53], and context col-
lapse [48]. Doxxing, for example when looked via a privacy 
lens, is unwanted intrusion of information from one context 
into another by others, causing an invasion of privacy. We 
reach some of the same conclusions that they found looking 
at safety and safe spaces, such as concerns around physical 
safety, while we also make distinct contributions e.g., con-
ceptualizing and taxonomizing risk models of online threats. 

Activism and HCI 
The HCI community has investigated controversial subjects 
such as activism. A sampling of published recent research 
yields a variety of reports dealing with many forms of ac-
tivism. Ahmed et al. [1] discussed broadening content re-
strictions in HCI publications to remove limitations on sex 
and sexuality. Blackwell et al. [8] wrote about advocacy 
among LGBTQ parents and the issues that they faced bal-
ancing their family lives with their changing identity. Bellini 
et al. [7] started a Feminist HCI Special Interest Group (SIG). 
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Michie et al. [50] wrote about HCI being used to design sto-
ryboards for abortion-rights activists enabling women to tell 
their stories. Irannejad et al. [36] studied networking applica-
tions used to increase youth community engagement, and the 
issues faced between the youth users and the older adminis-
trators. Li et al. [44] studied online participants in a virtual 
disability march and how they balanced their disabilities with 
their desire to be activists for their cause. These papers are 
just a narrow cross-section of HCI research being focused on 
activist movements, and this paper fits in with them while fo-
cusing on the transgender movement. 

METHODS 
We performed semi-structured interviews in Boston, Mas-
sachusetts; Cleveland, Ohio; and Seattle, Washington in the 
early half of 2018. The interviews were recorded as audio 
files, transcribed into text format, and coded for analysis. 

Recruitment 
Participants were recruited via 1) emails to student orga-
nizations at Oberlin College and Wellesley College and 2) 
contacts with administrators of LGBTQ+ organizations in 
Boston, Cleveland, and Seattle. Adults identifying as trans-
gender, non-binary, or genderqueer were eligible. 44 total 
individuals responded to these publicity measures, and we in-
terviewed 18 in total, at neutral locations chosen for privacy 
and the convenience of the interviewees or over the phone 
when no mutually agreeable time and place could be deter-
mined. 

Demographics 
Participants were aged from 18 to 49 and included peo-
ple who self-identified as non-binary (10), genderqueer 
(3), trans-masculine (3), trans-feminine (1), gender non-
conforming (1), genderfluid (1), men (2), and women (2); 
gender identities sum to more than n=18 because some partic-
ipants used more than one term. Participants identified with 
racial and ethnic identities including: Asian-American (2), 
Ashkenazi Jewish (2), Black (1), Latinx (1), multiracial (3), 
and White (9). 5/18 participants reported having a disability 
of some kind. Unprompted, one person disclosed engaging in 
sex work, which we report because rates of sex work are very 
high among the transgender community (72% [37]). Educa-
tion levels ranged from high school to master’s; 8/18 partici-
pants were students. Income levels represented ranged from 
poor to wealthy, with a plurality reporting family incomes in 
the $30,000s. 

Interview Methodology 
Prior to each interview, participants were informed of the 
study purpose and method, and written and verbal consent 
was obtained for both interviews and recordings. The inter-
views began with demographics followed by questions about 
technology use; issues around computer security and privacy; 
experiences with online dangers; and about how transgender-
specific experiences, such as transitioning or coming out, 
were affected by technology. Throughout the interviews, we 
reminded participants that we were interested in their expe-
riences both as transgender people and independent of their 

transgender status, and about experiences related to other 
identities they held. The semi-structured interview template 
is included as supplementary material. 11/18 interviews were 
conducted or supervised by the transgender first author. 

Analysis 
The recordings were next transcribed and then coded using a 
grounded theory approach. Four lab members coded a single 
interview using an interactive coding process with initial cod-
ing and identified concepts. These codes were then combined 
using axial coding into an initial codebook, organized under 
agreed-upon categories [56, 57]. These categories were first 
used to code each interview for the higher-level concepts, and 
all disagreements between categories were resolved by dis-
cussions between the coders until consensus was achieved. 
Once the higher-level categories were coded, the process was 
repeated for the more granular codes within each category. 

Ethics and IRB Approval 
Ethics and the comfort and autonomy of participants were 
enacted throughout the research process. Participants were 
reminded that they were free to refuse to answer questions, to 
share as much or as little as they wished, and that they could 
opt out of recording. They were also had opportunities to ask 
questions about the study both upon initial contact, after read-
ing, but before signing the consent form, and following the 
completion of the interview. They were also provided with a 
summary of the research taking place. Furthermore, partici-
pants were reminded of the option to opt out and have their 
data deleted up to 30 days following interview’s conclusion. 
They were given a $20 gift card as compensation. Interviews 
were held in a private location convenient for participants or 
over the phone, in efforts to maximize their convenience and 
comfort. To prevent re-identification of participants we lists 
counts of demographic attributes, rather than giving each par-
ticipant’s demographics separately. The study was approved 
by the researchers’ Institutional Review Boards. 

FINDINGS 
Our interviews explored computer security and privacy 
broadly, but participants often returned to activism and proso-
cial behavior, on which we focus this paper. Our findings 
cover several themes: goals for tech use; models of risk; de-
fenses; tensions between privacy and social good; and privi-
lege and discrimination within the queer community. 

Goals for Using Technology for Social Good 
Participants frequently described a strong motivation to use 
technology for social good in their own personal communi-
ties, in the broader trans community, and in the world at large. 
They often aimed to engage in activism by organizing and 
participating in collective action; to visibly represent trans-
gender people and identities, sometimes to the broader world 
and sometimes internally by role-modeling for and mentoring 
other trans people; and to engage in political discourse. 
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Activism. Some participants (2/18) use technology to orga-
nize, discover, or publicize offline protests and demonstra-
tions. Some (3/18) described never using social media to en-
gage in activism for fear of negative consequences, while oth-
ers (2/18) said their only use of public posts on social media 
were for activist or political purposes. 

Representation/Visibility. A frequent theme (8/18) was be-
ing visible as a representative of transgender people and iden-
tities. Participants often saw this goal as a prosocial act that 
benefits trans welfare and rights. One participant discussed 
educating people about trans identities, including her own: 

I always love, I absolutely love sharing what it means to 
be trans with people who just don’t know, who are inter-
ested to know, but who are not assholes. (P16, Woman) 

Others (2/18) focused on role-modeling for trans people, es-
pecially those with whom they shared identities. P18 uses In-
stagram to “empower other black trans women” by dispelling 
myths about femininity through posts involving pictures of 
herself and her friends and other role-models for those earlier 
in the process of transitioning 

One form of representation with strong privacy implications 
is public or semi-public revelation of private information, 
such as medical information or pre-transition photographs. 
Participants shared this as a form of empowerment, a demon-
stration of control, and a visibility-raising tactic. For exam-
ple, P15 said that “admitting” that they take hormones is a 
“huge” way they act in order to represent non-binary people. 

Political Discourse. Participants also discussed security and 
privacy implications of political discourse, with many (9/18) 
saying they avoid public posts or discussions about politics, 
though some acted otherwise. For example, one participant 
said that they post publicly on social media only rarely, but 
when they do so, it is only on political topics. 

One specific form of political discourse consists of a sort of 
low-grade activism: posting content identified as political, 
with the aim of changing minds: 

I occasionally repost things that seem vaguely political 
and could incite my family members [who] I know on 
Facebook to think about things every once in a while. 
(P2, Non-binary person) 

Tensions of Social Good with Privacy 
While pursuing their goals, participants (4/18) sometimes felt 
tension between their security and privacy needs and the so-
cially positive actions they took. One participant described 
the tension as two inevitably related sides of a coin: 

Especially [...in this] political climate, although in some 
ways it feels riskier now, it feels a lot more urgent and 
a lot more necessary to be really transparent and hon-
est and explicit about who I am in literally all circum-
stances. (P17, Genderqueer person) 

Another participant similarly valued representing their non-
binary identity specifically because of the danger: 

...I want to protect myself from people who might mean 
me harm just for being trans, which is definitely a thing. 
[But] then it also makes me want to be more visible be-
cause I think that non-binary representation is so impor-
tant. (P15, Non-binary person) 

Threat Models 
We characterize participants’ threat models by discussing the 
adversaries, threats, risks, defenses, and other factors they use 
to make decisions surrounding their goals for social good. We 
focus on participants’ perceptions and beliefs, and do not at-
tempt to assess or characterize whether they are realistic. In-
stead, we aim to understand the ways in which their percep-
tions inform their values and fears and affect their behavior. 

Adversaries 
Participants described some adversaries which many groups 
do not face or which have specific reason to target trans peo-
ple. Adversaries named included family members, friends, 
acquaintances, strangers, hate groups, political extremists, 
corporations, governments, and others. Some participants 
(4/18) described adversaries from within the broader femi-
nist or progressive community, such as Trans-Exclusionary 
Radical Feminists (TERFs) 1 and ”Transmedicalists”. 2 

We observed that in the specific context of activism and social 
good, participants often focused more narrowly on a subset 
of these adversaries, which included hate groups (e.g., “neo-
Nazis”), political extremists (e.g., “right-wing trolls”), oppos-
ing political groups, and government actors. 

A family member of mine was involved [in LGBTQ ac-
tivism], and became a target for right wing trolls, and I 
therefore became a target even though I actually had no 
role in what this person was doing. (P14, Man) 

Hypothesizing that the U.S. government might specifically 
target transgender people, one participant said: 

...because I’m pretty out [as transgender], does that 
make me more of a target for government monitor-
ing? Like you hear all the time about, “Oh, and 
these protesters were being monitored by the FBI,” 
[...] when they hadn’t done anything except like go to 
peace marches and rallies for civil rights... (P12, Non-
binary/genderqueer person) 

Threats 
Participants described threats their adversaries might enact, 
including blackmail, shaming, doxxing, harassment, physi-
cal violence or property damage, surveillance, and privacy-
invasive searches in security-sensitive locations such as bor-
ders and airports. As many of these were described by 
Scheuerman et al. [58], we focus on ones that have a online 
security and privacy angle, namely blackmail and doxxing. 

1A negative term to describe “gender-critical feminists”, who are 
often critical of the transgender community’s beliefs about gender 
2People who believe gender dysphoria a necessary component of 
being transgender, deny the transgender status of those who do not 
feel gender dysphoria, and often exclude non-binary identities from 
the transgender umbrella. [43] 
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Participants (2/18) identified blackmail threats to disclose 
sensitive information, including possibly their transgender 
status. Many (9/18) discussed public shaming by others over 
trans status, including shameful accusations of dishonesty for 
having “lied” about being cisgender before coming out. 

Many participants (10/18) brought up doxxing as a threat, 
making it one of the most commonly cited threats. They 
linked threats of doxxing to being trans, associating increased 
risks of violence and the existence of hate groups particularly 
dangerous for this group. Some viewed it as common: 

People get doxxed all the time... like, "Oh my God. 
You said this thing I don’t agree with. I’m gonna re-
veal your address to all these Neo-Nazis or something. 
That’s scary to think about...[] Just the idea of being a 
woman on the internet is pretty scary. I think more so 
for me now, being pretty visibly [trans]. (P3, Gender 
nonconforming/non-binary person) 

Both of these threats can be interpreted through the context 
collapse framework [48], in which information that is appro-
priate in one context is shared with an inappropriate audience 
in a different context. 

Risks 
Security and privacy researchers use threat models as a way 
to analyze a security or privacy challenge, describing specific 
values, assets, threats and defenses which are relevant in a 
specific context. We consider a specific aspect of threat mod-
els for transgender people: their mental models of risks. We 
focus on their beliefs about online security and privacy risks 
and their observations and experiences that they used to as-
sess what actions to engage in, what defenses to deploy, and 
what dangers to fear. While these models often relate strongly 
to discussions of safe spaces and harms [58], our work dif-
fers in that we emphasize an analysis of transgender people’s 
perceptions of risk and the ways that those perceptions, and 
the models they inform, can modify their decision-making 
processes around security and privacy. For example, while 
Scheuerman et. al raises the danger of targeted attacks, we 
recontextualize the fear of this type of attack as sometimes 
being part of a risk model of identity, under which unchange-
able identity factors, i.e. transgender status, may cause tar-
geted attacks and other dangers, and the ways in which that 
model influences defensive and other behaviors. Our explo-
ration of these models can help us understand how transgen-
der people judge which spaces are safe. They can also help 
us view how transgender people understand and react to risks, 
including those that are rare or irrational, and how those per-
ceptions affect their ability to accomplish goals and protect 
themselves when using technology. 

These models are not mutually exclusive, and we do not sug-
gest that a single person always uses the same models for 
all analyses. We found that participants often contextual-
ized their risk models in terms of their transgender status, 
and we observe that even similar risk models may be inter-
preted and acted on significantly differently among cisgender 
people. We taxonomize the models we observed under three 
headings: visibility, luck, and identity, which we characterize 

in this section, and which our discussion explores in terms 
of their potential effects on decision-making, defenses, and 
privacy challenges faced specifically by transgender people. 

Risk Model: Visibility. Visibility-based risk models suggest 
that being “out there” or “visible” makes victims appealing 
targets to attackers, increasing risk. Most participants (13/18) 
described variations on this model. P7 illustrated this mode 
of risk attribution this way: 

Because I’m so private, nobody’s ever wanted to bother 
[to harass me]. I don’t produce things that people feel 
entitled to interpret[.] (P7, Non-binary person) 

Another participant echoed this sentiment: 

But I don’t think it’s that likely because I just think I’m 
not interesting. I think people who are more, who kind of 
put themselves forward in their activism [...] are more 
at risk. I think I’m boring. (P14, Man) 

P11 related the likelihood of harassment specifically to voic-
ing political views and to actions which “attract attention”: 

I have to be very careful when I voice any sort of polit-
ical views in certain spaces[...] I am very careful about 
what I put out and what might attract people’s attention 
to me. (P11, Non-binary person) 

Risk Model: Luck. About a quarter of participants (5/18) 
emphasized the attribution of risk to random or unknowable 
factors, out of their control or controlled by distant, imper-
sonal adversaries. For example, one participant said they 
were low profile, but: 

...[Even so], you can become a target because a lot of it 
is so random. (P14, Man) 

Participants using this model to make decisions 

Risk Model: Identity. Many participants (12/18) pointed 
to identity-based, rather than behavioral factors, as major 
sources of increased risk. For trans people, this model is nat-
urally backed up by statistics on the victimization of trans-
gender people, which show their vulnerability to violence, 
harassment, discrimination, mental health issues, suicidal 
ideation, and other challenges [37, 21, 45, 42, 13, 20, 38]. 
Additionally, both white participants and participants of color 
attributed risk to racial identity as well as transgender or queer 
status, and a nearly all participants (16/18) gave examples 
which resisted the universal application of this model. 

Answering a question about negative experiences and harass-
ment online, one participant of color emphasized the intersec-
tional nature of stereotype-based harassment. She said: 

Yes, it’s always gonna be about my gender and race. 
It’s never a pick or choose one, it’s always both. (P18, 
Woman) 

While this work and past work (e.g., Scheuerman [58], Whit-
tle [62]) find that safe spaces online can act as refuges from 
persistent danger in the real world, this quote reminds us that 
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online spaces can also be places of risk and harassment for 
those holding multiple marginalized identities. 

A white participant describing the doxxing of a queer, cis-
gender acquaintance believed that politics were the primary 
cause, but that the person’s race played a significant role: 

I think it had more to do with her politics, and it had, I 
think, a little bit to do with her being black. (P13, Non-
binary/genderfluid person) 

Not all participants of color perceived race as a risk-
increasing factor for privacy violations, due to the statuses 
of different minorities in America. One Asian-American par-
ticipant said: 

I am considered a model minority [...] I don’t feel that, 
even with more conservative and restrictive administra-
tive policies, that I am specifically being surveyed online 
[by the U.S. Government]. (P7, Non-binary person) 

One participant also described situations in which they be-
lieved that identity-related factors were irrelevant to the like-
lihood of threats occurring. Speaking of an incident in which 
acquaintances were doxxed, one participant said: 

I feel like [...] their privacy as people was jeopardized, 
but not on the basis of their gender. Their gender wasn’t 
the focus of it. (P4, Non-binary person) 

Defenses and their Cost 
Participants discussed defenses employed against perceived 
threats, and the costs that they incur because of them. We 
report on these themes of defensive action: explicit gathering 
of consent, preemptive disclosure, obfuscation, identification 
of others, triaging of assets and activities, and opting out. 

Consent. Several participants (4/18) described privacy norms 
involving consent for the taking and posting of photographs. 
These norms were sometimes attributed to the importance of 
consent in the transgender community, and sometimes de-
scribed as imported from other activist communities: 

...domestic violence [activists,] they’ve really pushed 
efforts to make sure people get consent before they 
take photos of other people. Because when you put 
that out there you don’t know who’s gonna see it, 
and what their intentions are. I think with queer and 
trans people especially, it has really become something 
just because there’s talk of consent. (P3, Gender-
nonconforming/non-binary person) 

Another participant described it this way: 

When I’m posting up pictures from an action I’ve been 
at, I will try to make sure [...] that other people’s faces 
are not visible, that people are not identifiable in the 
background of a rally, in case that’s something that they 
wouldn’t want. (P15, Non-binary person) 

This participant also described taking actions to enact loca-
tion privacy at protests, such as by “not posting where I am 
when I’m still there.” This is a risk management choice which 
crosses physical and digital boundaries. While other work 

has found that transgender people often use technology in 
physical situations to increase feelings of safety (e.g., using 
Find My Phone features to allow family to know where they 
are [58]), our result compliments this to illustrate situations in 
which the combination of physical and digital presence repre-
sents instead a risk that must be managed, for example by not 
posting online until having physically left a protest. Note that 
this choice could potentially reduce the efficacy of a protest 
(if it reduces protesters’ social media presence), and thus this 
represents a complicated risk assessment tradeoff dependent 
on values, perceptions, and risk models. 

Preemptive Disclosure. One participant viewed coming out 
as a defense against blackmail. 

And so if it’s not a secret, then you can’t stress about the 
secret. (P14, Man) 

This defense emphasizes the importance of control, rather 
than pure secrecy, over the disclosure of sensitive informa-
tion in some contexts. 

Obfuscation and Encryption. Participants (3/18) who men-
tioned secure tools such as Signal3 perceived it as targeted at 
those involved in especially dangerous activism: 

I have a handful of friends who do really risky activism, 
and they will not text. They will only use Signal. (P17, 
Genderqueer person) 

In addition to cryptographic defenses such as Signal, many 
participants (8/18) also described informal obfuscation. For 
example, describing defensive steps taken by friends involved 
in pro-Palestinian protests, one participant said: 

They changed their profile pictures to not their faces and 
changed their names. (P4, Non-binary person) 

In person at rallies, a participant obfuscated their physical ap-
pearance to prevent identification by the government or by 
people with opposing political views in person and in pho-
tographs: 

...when I’m out I’ll be wearing like a hat and/or sun-
glasses or something so it’s like a little bit harder to 
identify me. Or wear like less distinctive clothing some-
times. (P15, Non-binary person) 

Identification of Others. P18 moderates a Facebook group 
exclusive to trans people of color. She described often ad-hoc 
processes she uses to vet applicants as trans people of color, 
including asking questions about LGBTQ topics and examin-
ing profiles for indications of race and ethnicity. However: 

Sometimes peoples’ profile pictures will have like car-
toons on them, and so we will try to message them and 
say “hey, if you’re comfortable can you tell us your eth-
nic background, or send a selfie of you” unless there’s 
a mutual friend and the mutual friend can tell us their 
race. (P18, Woman) 

3A secure messaging application for phones: https://signal.org 
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P18 also said that U.S. Immigration and Customs Enforce-
ment agents had made attempts to access some of these race 
and ethnicity-specific queer groups by making profiles pre-
tending to be trans people of color. She described members 
of those communities informing each other about this poten-
tial threat via public warning posts saying things like: 

“If this person is trying to add you on Facebook or be 
in one of your groups, delete them, block them because 
they work for the ICE police.” (P18, Woman) 

Emotional Defenses and Contextual Integrity. Many de-
fensive strategies used by participants involved the defense of 
emotional well-being, rather than the hiding of information 
or prevention of attacks. At its simplest, some participants 
(4/18) reported ignoring comments on social-good oriented 
posts. One filtered with whom they discussed politics: 

I tend to avoid talking about it with specific people. And 
often with strangers I avoid it. With people I know and 
trust, yeah, I’ll let them know, and I will sometimes ar-
gue. (P13, Non-binary/genderfluid person) 

In a form of contextual integrity, participants (2/18) also de-
scribed “compartmentalizing” highly visible activities: 

So when I’m doing something more public, it’ll be some-
thing like in a specific community. I mentioned cosplay 4 

is one that I feel relatively safe in putting gender stuff 
out there. Less so with activism, so I don’t tend to put 
something in the same post about my gender and the ac-
tivism I’m doing. It’s more like my gender and the art 
I’m doing for visibility. So I guess compartmentalizing 
it like that. (P15, Non-binary person) 

This participant cross-posted activist and gender content from 
the same account, but not as part of the same post. Others 
entirely isolated political or activist accounts. 

Another participant posted sensitive information publicly as 
long as responses were respectful and didn’t “trigger verbal 
violence (P8, Non-binary person). One also worried about 
responses to posts, but feared frequent uncomfortable con-
versations even if they were not directly abusive: 

“...talking about [transitioning] online did feel a little 
either riskier or more unwieldy, like is this going to lead 
to more conversations that I do not feel like having with 
these people? Who I know I don’t owe any information 
to...” (P17, Genderqueer person) 

P7 outlined subtle norms of “creepiness” related to being par-
tially out. Their LinkedIn profile used their deadname, but 
peers knew them only under their current name. P7 said that 
LinkedIn requests by peers therefore violated a social norm 
because it showed that they had “looked at an aspect of [me] 
that I didn’t tell them about.” (P7, Non-binary person) 

Opting Out. Some participants (3/18) described people who 
choose not to be politically active online, despite engaging in 

4“The practice of dressing up as a character from a film, book, or 
video game, especially one from the Japanese genres of manga or 
anime.”(https://en.oxforddictionaries.com/definition/cosplay) 

activism in real life. Other participants (3/18) defend against 
concerns of photographs and identification at protests by opt-
ing out political events. These participants choose not to en-
gage in certain types of political action they might otherwise 
engage in because of fears about privacy. 

I don’t go to protests because I think that will lead to 
more people potentially capturing pictures of me and 
portraying me in ways that are skewed towards [being 
outed]. (P7, Non-binary person) 

Privilege and Discrimination in the Queer Community 
Participants noted instances of differential privilege and 
marginalization within the queer and trans community, creat-
ing additional challenges for trans people of color, those with 
disabilities, and those on other axes of marginalization. 

Several participants (3/18) discussed “Queer Exchange” 
Facebook groups, where LGBTQ people exchange advice, 
goods, and services. However, several participants (2/18) per-
ceived these groups to be problematic because of challenges 
relating to privilege and marginalization. Instead, they opted 
to join specialized groups that branched off from the general 
LGBTQ group. One participant of color said: 

. . . [Queer, Trans, and People of Color is] the same con-
cept[,] but its more secure because [Queer Exchange is] 
run by white people. Sometimes they’ll push their privi-
lege onto people of color. (P18, Woman) 

Others had the same perception. One participant describing 
the local group for a large city said: 

It turned into some people decided they needed to po-
lice everything. Sometimes [policing] politics, some-
times [policing] wanting to move to a different part of 
the city, being yelled at for being gentrifiers... it’s like 
no, I’m poor, queer, and disabled: That’s where I have 
to go. And people would just attack you [based on life 
choices]. It was vicious. (P11, Non-binary person) 

One participant described feeling alienated in the queer com-
munity for holding less common or more marginalized queer 
identities, such as being non-binary, being asexual, or for en-
gaging in consensual non-monogamy: 

Pretty much every aspect of myself[...] [falls in] liminal 
spaces that make it hard for me to really find community 
and solidarity. So, being non-binary, being genderfluid, 
I’m not exactly a man or a woman. [...] And then, you 
know, being asexual, being poly, being pan, straight and 
gay spaces kind of elude me, and that’s a story that a 
lot of people talk about, but it’s definitely a thing. (P13, 
Non-binary/genderfluid person) 

Differential privilege also motivated participants, including 
one participant with greater privilege, to be more active and 
visible in order to support, represent, and empower those 
more marginalized. They identifying as "white[...], upper 
middle class, and well-educated" explained: 

I also feel a strong responsibility to my larger community 
and communities to be visible and be willing to amplify 
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the voices of other folks who cannot be as visible. (P17, 
Genderqueer person) 

DISCUSSION 
In this section, we discuss the broader implications of our 
findings by exploring several aspects of broad design lessons 
and challenges we uncovered, and conclude by discussing 
specific technologies that emerge from our research. 

Risk Models Create Challenges 
We infer three categories of risk model: visibility, identity, 
and luck, from our participants’ explanations of how they as-
sess vulnerability and choose to use technology and defenses. 
Our analysis suggests that applications of these models can 
create challenges, including loss of self-efficacy and feelings 
of hopelessness, and that a combination of these psychologi-
cal effects with the internal logic of these models may induce 
choices to opt out of technologies and defenses, thus sacri-
ficing benefits. We do not imply that each individual uses 
only one risk model; each person’s perception of risk may in-
volve features of each, and a person may apply different types 
of analyses in different situations. Our findings suggest that 
transgender people may be more likely to apply these models 
in ways that cause the challenges we describe. We focus our 
analyses on users’ perceived risk models, not their accuracy. 
While their accuracy is an important topic for future research, 
in our analyses of their potential effects, even an inaccurate 
risk model influences the choices of our participants. 

Participants employing visibility-centered models empha-
sized that vulnerability emerges from being “interesting” to 
adversaries. They saw engaging visibly in activism while be-
ing transgender as a dominant risk factor, since it controlled 
their level of visibility, and thus their level of interest, to at-
tackers. Examples include P11’s self-censorship to avoid “at-
tract[ing] people’s attention to me”, and P7’s analysis that 
“nobody’s ever wanted to bother me” because they are “so 
private”. This model implies significant self-efficacy 5, since 
participants believed their actions controlled risk. However, 
it suggests that fault for compromise and violation may lie 
with victims, promoting victim-blaming. Visibility models 
may also overemphasize targeted attacks; they assume an at-
tacker pays individual attention to their victims. We observe 
that our results explore similar ground to Haimson’s findings 
that transition bloggers reduced in self-disclosure, possibly 
as a form of self-censorship for safety, in the wake of po-
litical changes perceived as threatening to transgender peo-
ple [30]. Visibility-based models may play a vital role in how 
trans people choose to balance the safety sought through self-
censorship with the potential benefits of sharing transition in-
formation with sympathetic audiences [27] and the danger of 
reduced accomplishment of activist goals. 

Some participants considered risk primarily a random phe-
nomenon: P14 said: “you can become a target because a lot 
of it is so random.” Such a luck-based model may reduce 

5Self-efficacy refers to an individual’s belief in their capacity to ex-
ecute behaviors necessary to produce specific performance attain-
ments [11] 

victim-blaming, but may also reduce self-efficacy. Trans peo-
ple reasoning via luck may be less likely to deploy valuable 
defenses or make reasoned risk assessments and tradeoffs. 

Others considered risk primarily a function of inherent char-
acteristics, such as gender, transgender status, and race. P18 
said that risk was “always gonna be about my gender and 
race”, while P13, who is transmasculine, said “I worry more 
for trans women than myself”. An identity-based model 
may reduce self-efficacy since identity characteristics are of-
ten immutable, and may make compromise and privacy vio-
lations feel inevitable. We saw that participants sometimes 
felt that they were subject to differentiated risks that are more 
powerful, dangerous, and targeted than those faced by the 
others: P12 made historical analogies to civil rights activists, 
stating that being out as trans might “make me more of a tar-
get for government monitoring”. 

Overlaps with harm reduction 
Privacy research is commonly framed these days via im-
pression management, contextual integrity, and context col-
lapse. Goffman [23] discussed how individuals have differ-
ent presentations that are selectively shown to peers. Nis-
senbaum [53] extended this to show how privacy could be 
reframed as the ability to separate information from one’s 
different impressions to different people, for example, keep-
ing information about one’s personal life separate from one’s 
work life. boyd et.al [48] then extended this with the con-
cept of context collapse, in which privacy invasions can be 
interpreted as being unwarranted information from one con-
text being seen in another context. Scheuerman et. al [58] 
presented harms that affect the transgender community, cate-
gorizing them into six different groups. In our work, we found 
significant overlap with several of the harms that they found, 
validating their findings while complimenting them through 
a privacy lens and analyzing and taxonomizing them through 
an orthogonal approach of risk models. Our findings help to 
relate past work on people’s privacy to reduction of harm to 
transgender people, and help us to explore new ideas about 
how the modeling of risk might affect transgender people’s 
behavior (e.g., deployment of security and privacy defenses). 

Risk Models May Induce Suboptimal Technology Use 
Our results suggest that risk models used may strongly in-
fluence trans people’s use of technology. Models that may 
induce low self-efficacy (luck, identity) or which emphasize 
perceptions of differentiated, powerful, or targeted attacks 
(visibility, identity) may reduce motivation to deploy even ef-
fective defenses, leading to a greater risk of exposure. Mean-
while, models that encourage self-blame (visibility) may en-
courage people to avoid the use of technology altogether, for-
going its potentially significant benefits. 

Several participants described low self-efficacy in situations 
we observed to be frequently related to luck- and identity-
based risk models. Luck-based models emphasize random-
ness and de-emphasize causality, which may reduce per-
ceptions of defensive behaviors as effective risk mitigation. 
Identity-based risk models similarly leave little room for ac-
tion, since participants cannot change immutable identity-
based characteristics that they perceive to drive their risk. Our 

Paper 212 Page 8



 CHI 2020 Paper CHI 2020, April 25–30, 2020, Honolulu, HI, USA

results suggest that these risk models may be linked to self-
efficacy, and that self-efficacy may be linked to users who 
“give up” on security and privacy, opening themselves to fur-
ther risk. For example, they may be more vulnerable to pri-
vacy fatigue [39], in which complexity and low usability of 
privacy controls induce the sharing of more private informa-
tion, if they begin with lesser faith in their ability to protect 
themselves. Future work should further study the relationship 
between risk perception, self-efficacy, and defensive behav-
iors. Our results suggest particularly salience of these con-
cerns for transgender people due to their marginalized status 
and their perceptions of differential and targeted risk. There 
may be a gap in the deployment of defensive techniques by 
some transgender people, suggesting that design and nudges 
which induce self-efficacy may be able to narrow this gap. 
Self-efficacy has been found to influence compliance with 
corporate security policies [10] significantly, and we suggest 
that for a marginalized individual protecting personal privacy, 
the influence of self-efficacy may even be stronger, making it 
high-leverage for encouraging secure behaviors. 

Visibility models may increase self-efficacy by explaining 
risk as caused by one’s own choices to be a visible target. 
They may also cause self-blame, since the person could have 
taken actions to lower their profile (e.g., not engaging in ac-
tivism). For many negative life events, self-blame correlates 
with greater self-efficacy [35], providing motivation to deploy 
defenses. However, in cases of sexual assault, self-blame is 
not generally adaptive [61]. Recalling transgender people’s 
particular vulnerability to sexual violence [37], it is unclear 
in which situations self-blame and visibility-based models 
might be (mal)adaptive for transgender people and activists. 
Our results suggest that visibility models may sometimes in-
duce very conservative risk avoidance, such as among par-
ticipants who said they entirely avoid the use of technology 
for political speech. This opting-out is likely to deny sig-
nificant benefits of technology to both communities and in-
dividuals. Therefore, design and communication approaches 
that encourage self-efficacy without inducing self-blame are 
likely the best approach to producing a balanced approach to 
reducing risk among transgender people. 

Comparing With Other Marginalized Groups 
Transgender people are disproportionately likely to be of low 
socioeconomic status (SES), homeless, and/or survivors of 
sexual violence and intimate partner violence (IPV) [37] Peo-
ple of low SES are more often victims of security and privacy 
violations [46], face greater “networked privacy” and algo-
rithmic bias challenges [47, 60], and have lower levels of con-
fidence around security [46]. Intersectionally, low confidence 
may combine with transgender-specific factors, multiplying 
the importance of self-efficacy. Low SES people’s primary 
computing devices are often mobile devices, suggesting that 
improving mobile tools and UX could improve security for 
transgender people as well. We observe that relying heavily 
on mobile devices could backfire for young, closeted trans-
gender people, who, similarly to survivors of IPV [19, 49] and 
low income New Yorkers of color [17], may be particularly 
vulnerable because they live with roommates or family mem-
bers who may own or have physical control of their devices. 

We suggest considering whether features which ease and se-
cure the use of public terminals may be beneficial across these 
groups. We also suggest that Elliott’s recommendations [17] 
to more clearly articulate value propositions for security tools 
to be extended to those that offer benefits for specific pop-
ulations, since we find that trans activists perceive targeted 
dangers similarly to civil rights activists of color, and that 
transgender people of color are more endangered in real life, 
thus having a higher risk perception. 

While trans people share many such concerns, we discuss two 
differences. First, as P18 said regarding her race and gender, 
intersections of multiple identities lead to new concerns. For 
example, a low SES transgender person may find it harder to 
access resources due to discrimination or trans-specific tar-
geting. Second, trans people, and especially trans activists, 
may have unique privacy needs specific to their transgen-
der status, e.g., comparing transgender contextual integrity 
norms to those of other groups. IPV survivors might hold 
norms of strict confidentiality around denying abusers access 
to behavioral information, such as content and metadata of 
texts, calls, pictures, and location [19]. Our results reveal that 
trans norms may include publicly sharing privacy-sensitive 
personal characteristics such as former or legal names and 
gender markers [4], medical information, and old pictures. 
Sometimes private information is shared publicly for empow-
erment, role-modeling, and representation. At other times, it 
is shared for practical reasons, such as P7’s LinkedIn profile 
under their legal name. Many participants expressed princi-
ples related to respect: sharing private information publicly 
was acceptable if audiences used and responded to that infor-
mation respectfully. Respect, we infer from our participants, 
often corresponds to following norms from transgender cul-
ture, such as avoiding the use of deadnames. For example, P7 
found it creepy when a peer they knew in real life contacted 
their deadname-using LinkedIn, because they felt it violated 
this cultural norm and thus constituted a privacy violation. 
We suggest that systems should provide tools for online com-
munities to express and encourage such norms. One exam-
ple of such design is found in the gaming streaming service 
Twitch, which allows streamers to write customized “Chat 
Rules” which are shown to first-time viewers as a nudge to 
which they must agree before chatting in that stream, allow-
ing individual streamers to articulate their privacy norms. We 
encourage designers to explore other similar opportunities, 
such as detecting deadnames and reminding users to recon-
sider their use, to help translate community norms into ade-
quate privacy in the face of public sharing. 

Design Possibilities 
We illustrate applications of our results and design lessons by 
exploring design of two technologies informed by our results. 

Differentiated Defense for Differentiated Risk Models 
Participants often described a high-risk self-perception, won-
dering if bad things happened because they were trans, or, 
as activists, if trans status increased their chances of being 
targeted by government surveillance. We suspect these per-
ceptions are accurate in some domains and unwarranted in 
others. Future work should explore where real vulnerability 
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is higher for the transgender population and where it is not to 
help both the population and designers respond appropriately 
to actual threats with realistic threat models. 

Given the reality and perception of differential risk profiles, 
transgender people, and in particular transgender activists, 
may find significant practical and psychological benefits from 
differentiated security programs such as Google’s Advanced 
Protection Program (APP), an opt-in higher level of secu-
rity for “anyone at risk of targeted attacks”, such as “ac-
tivists” [24]. More systems should consider adopting defen-
sive models of lower and higher security and analyze which 
populations should be enrolled. To understand the design of 
such systems, we advise researchers and companies to ex-
plore the threat models held by groups, such as transgender 
people, who view themselves as targets. In a social system, 
we imagine such a differentiated system providing a higher 
level of privacy protection for those vulnerable to harassment, 
doxxing, and outing on the internet by increasing the level of 
human review on posts related to accounts held by members 
of vulnerable population; setting secure defaults for privacy 
settings; or enabling increased protection measures against 
hacking and phishing attacks. 

Differentiated security and privacy systems might mitigate 
real threats for trans people. They may also support self-
efficacy. An extraordinary defensive program may be seen 
as an answer to extraordinary risk, one that restores confi-
dence and encourages the deployment of defenses and use 
of technology for meaningful purposes. Future research in 
this area should examine actual risk profiles for marginalized 
populations; explore differentiated security models’ ability to 
respond to those risk profiles; and determine whether differ-
entiated programs can overcome self-efficacy deficits. For ex-
ample, while journalists and activists are subject to targeted 
account compromise, transgender people may be subject to 
targeted harassment, which likely requires different, but po-
tentially still differentiated, defenses to mitigate. 

Privacy-Preserving Ways to Prove Identity Traits 
P18 moderated a Facebook group exclusive to trans people 
of color and discussed membership management challenges 
involved in the ad-hoc screening of applicants. Drawing on 
our findings, we consider here ideas for the design of a system 
aimed to make the applicant screening process for a closed-
membership group both secure and privacy-preserving. We 
believe that the system would have these requirements: 

a) Allow people to voluntarily prove that they possess iden-
tity characteristics, such as race, ethnicity, or transgender 
status to others; we infer this requirement from participants 
who described groups limited to those with shared identity 
characteristics. 

b) Protect identity characteristics and group membership 
from accidental disclosure, adversarial theft, and mass 
compromise; we infer this requirement from the sensitive 
nature of characteristics such as transgender status, but also 
from our participant’s claim that she feared active infiltra-
tion by ICE agents, suggesting that users will trust the sys-
tem only if they feel that it defends against such powerful 
adversaries. Our findings may suggest a peer-to-peer sys-

tem, or one that lacks a centralized database in order to 
avoid having a single point of compromise. 

c) Work with existing social networks and group adminis-
tration systems; opening opportunities to use (e.g., via 
OAuth) existing infrastructure, but may also be limiting. 

We imagine a system that would allow parties to request 
identity-characteristic proofs from one another based upon 
“endorsements” from other people in the system, not unlike a 
centralized system such as LinkedIn’s skills endorsement sys-
tem, or a traditional web-of-trust system from PKI cryptogra-
phy. Importantly, the system would need to allow applicants 
to verify group administrators as the origin of requests. 

There are significant cryptographic, technical and usability 
challenges to this system, just as there are for any attempts 
providing some notion of distributed trust. However, we be-
lieve that exploring the possibility of such a system, and es-
pecially exploring the perceived utility and trustworthiness of 
such a system in the eyes of marginalized activists, may be a 
fruitful direction. Such a project would involve an in-depth 
investigation of marginalized activists’ practices and needs 
surrounding their audiences and communities, the results of 
which would lead to other important design directions as well. 

Limitations of this Study 
Our sample is composed of people willing to share their expe-
riences. Such people are unlikely to be “stealth”, biasing our 
results toward people who are open about their trans status. 
While stealth people could have responded to our recruitment, 
none of our participants said they are stealth now or plan to 
be in the future. This limitation is hard to avoid in studies 
of transgender people generally. Recruitment was focused on 
maximizing diversity (racial, SES, student/not-student, etc.), 
but was limited by geography and is not representative of any 
specific population. Our future work will include quantitative 
research with a more geographically diverse pool. 

CONCLUSION 
Trans people are a marginalized population often engaged in 
activist and prosocial behavior to strengthen their communi-
ties and the broader world. Whether explicitly political or in-
tensely individual, this work often uses technology, amplify-
ing the computer security and privacy concerns that they face. 
In this work, we interviewed transgender participants who re-
peatedly returned to themes of activism and prosocial behav-
ior, leading us to focus on the analysis of these crucial con-
cerns. We characterized their goals and challenges; compared 
them to other marginalized groups; described a taxonomy of 
their risk models; analyzed those models for their effects on 
self-efficacy, deployment of defenses, and use of technology 
for these critical, sensitive purposes; and concluded by apply-
ing our lessons to design opportunities for specific technolo-
gies which would benefit trans people’s abilities to maintain 
their well-being and enact positive social change. 
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